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Abstract

A grid-overlapping parallel method for some three-point implicit schemes has been proposed by Wu and Zou [J.

Comput. Phys. 157 (2000) 2]. In this paper we conduct a theoretical analysis of the convergence speed to steady state for

this parallel method when multipoint one-sided upwind schemes are used. The theoretical parallel efficiency is found to

be near 100% for the totally time-lagging interface treatment. Numerical experiments for compressible flows are

conducted to confirm the linear theory. Moreover, numerical experiments will also be demonstrated for schemes which

are not completely upwind.

� 2003 Elsevier Science B.V. All rights reserved.
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1. Introduction

Parallel computation is a powerful method in computational fluid dynamics (CFD) for handling large-

scale problems. A CFD user wishing to do parallel computation usually has the following requirement:

1. The parallel algorithm should be simple enough to be understood.
2. The parallel algorithm should be easy enough to be efficiently incorporated into an existing code.

3. The parallel algorithm should not involve a fundamental change of the solver for sequential compu-

tation.

4. The parallel efficiency should be high enough for the parallel computation to be meaningful (in in-

creasing the size of problem or in speeding up the calculation).

Parallelization in CFD problems can be conveniently realized by domain decomposition [7,10,12]. Ex-

plicit schemes are defined pointwisely and are thus inherently parallel. Implicit schemes have spatial cou-

pling and their parallelization traditionally requires additional iterations or modification of the implicit
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solvers [13] in order to be parallelized. When solving the difference equations of each subdomain in parallel,

we must know the values on the subdomain boundaries at the new time level.

There were several methods proposed to overcome such a difficulty for general partial differential

equations. The classic Schwartz algorithm requires subiterations at each time step [1]. The Schur com-

plement method requires the solution of a subsystem [1]. The implicit parallel solver for tridiagonal system

requires modification of the Thomas algorithm [13]. The explicit/implicit method [2,3,8] uses an explicit

scheme (with multiple time steps or with a large mesh size) at the interface to find the interface values.

In [14,15], a parallel method is proposed based on grid overlapping. The method does not require ad-
ditional iterations at each time step, and modification of the implicit solvers. The whole computational

domain is decomposed into several subdomains according to the number of processors. There is an overlap

at each interface. The interface condition (matching condition) is simply done by a time-lagging interpo-

lation, that is, we define interface conditions for the newest time step by using the solutions at the old time

step. Such a time lagging treatment would decrease the convergence speed to steady state and this short-

coming is overcome through grid overlapping.

For steady-state problems using dissipative difference schemes, if the time-lagging decreases the con-

vergence speed with respect to the single domain treatment, then increasing the overlapping width allows us
to recover the convergence rate of the single domain treatment. This is similar to the classical Schwartz

algorithm for elliptic or parabolic problems. But the CFD problems most often have a nature dominated by

hyperbolicity so that we have new features such as finite wave speed and optimal overlapping width. It was

found that the optimal overlapping width for best parallel efficiency is determined by the CFL (Courant–

Friedrichs–Lewy) number for the implicit scheme of Lerat.

In this paper we specially consider one-sided upwind schemes for hyperbolic problems. In [15] only two-

point upwind schemes have been studied and the convergence speed is studied only by numerically com-

puting the related eigenvalue problem. The preliminary consideration of a upwind scheme in [15] does not
give a general result. Here, we make a systematic study for multipoint one-sided upwind schemes through

non-numerical analysis of the eigenvalue systems. Non-one-sided upwind schemes, which are not covered

by analysis, will be considered only in numerical experiments.

This paper will be organized as follows. In Section 2, we describe the interface difference approximation

suitable for parallel computation and the reduced problem suitable for convergence analysis.

In Section 3, we give a remark on eigenvalue analysis, that caution should be paid to avoid the loss of

important eigenvalues for upwind schemes.

Both Sections 4 and 5 are devoted to analysis for parallel efficiency of upwind schemes on parallel com-
puters. Section 5 is concerned with totally time-lagging interface condition (that is, the interface values for

both the implicit stage and the explicit stage lag in time, or the interface condition for each level is simply

obtained by a translation of the interface condition for a previous level). Section 6 is concerned with partially

time-lagging interface condition (that is, we only lag the interface values for the implicit stage and use the time

accurate interface condition for the explicit stage). Mathematicians would implicitly assume a totally time-

lagging interface condition, while engineers would readily use the partially time-lagging interface condition.

Numerical experiments for the Euler equations in gas dynamics will be presented in section 6. The non-

trivial numerical experiments will confirm the linear theory. Besides, some upwind schemes which are not
totally one-sided and which are not covered by the theory will also be tested.

The main conclusions will be summarized in Section 7.

2. Interface difference approximations

When using dimensional splitting, a multidimensional problem can be considered as a combination of

several one dimensional problems. Thus we only analyze the method in one dimension.

684 Z.-N. Wu, H. Zou / Journal of Computational Physics 187 (2003) 683–715



2.1. General presentation

Consider the following system of hyperbolic conservation laws:

wt þ hðwÞx ¼ 0; t 2 Rþ; �1 < x < 1; ð1Þ

with initial data,

wðx; t ¼ 0Þ ¼ w0ðxÞ; x 2 R ð2Þ

and suitable boundary conditions at x ¼ �1. By hyperbolic assumption, the Jacobian matrix

CðwÞ ¼ dhðwÞ=dw has real eigenvalues kðiÞðwÞ and is diagonalizable.

When only two subdomains are considered, the computational domain is split as Du ¼ fx : x < 1
2
log,

Dv ¼ fx : �1
2
lo < xg with an overlapping length lo. The boundaries x ¼ �1

2
lo and x ¼ 1

2
lo of the overlap are

called interfaces. A uniform mesh size of dx is assumed in each subdomain, so that the cell centers in the left

and right subdomains are respectively given by: xðuÞj ¼ 1
2
lo þ ðj� 0:5Þdx, xðvÞj ¼ �1

2
lo þ ðjþ 0:5Þdx. The

overlap ð�1
2
lo; 12loÞ contains Lo grid points for both subdomains. We will call L the overlapping width (in

terms of the number of grid points). The case of more subdomains can be similarly described. For con-
venience, the analysis is essentially based on two subdomains.

The numerical solutions are denoted by unj ¼ wðxðuÞj ; ndtÞ (j6 0) in Du and vnj ¼ wðxðvÞj ; ndtÞ (jP 0) in Dv,

where dt is the time step. In each subdomain, the system (1) is approximated by a difference scheme in

conservation form:

IDunþ1
j ¼ �rðf n

jþ1=2 � f n
j�1=2Þ; j6 � 1; ð3Þ

IDvnþ1
j ¼ �rðgnjþ1=2 � gnj�1=2Þ; jP 1: ð4Þ

Here Dunþ1
j ¼ unþ1

j � unj , Dvnþ1
j ¼ vnþ1

j � vnj denote the time increments, fjþ1=2, gjþ1=2 are numerical fluxes

consistent with the exact flux function hðwÞ, r is the ratio between dt and dx, and I is an implicit operator.

For parallel computation, we always use the same scheme in each subdomain.

In order to independently solve the difference equations in each subdomain as required by parallel com-

putation, time-lagging interface conditions are used. This will be detailed in the following subparagraphs.

2.2. Model problem for convergence analysis

Before doing eigenvalue analysis, we must ensure that each boundary or interface treatment is stable in

the sense of Gustafsson et al. [6]. We follow the eigenvalue analysis as considered by Gustafsson [5] to do
convergence analysis. The eigenvalue analysis has been considered to give a rigorous measure of conver-

gence speed for symmetric operators, but it is also practically useful for non-symmetric operators.

Since the problem considered is hyperbolic, and the interface condition is invariant under any linear

transformation, the interface problem can be diagonalized so that each characteristic component can be

treated separately. Hence the convergence speed can be studied simply through the use of the following

scalar transport equation:

ut þ ux ¼ 0; �1 < x < 1: ð5Þ

We consider one-sided upwind schemes

XM
l¼0

a�lunþ1
j�l ¼

XM
l¼0

b�lunj�l; �N 6 j6 � 1; ð6Þ
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XM
l¼0

a�lvnþ1
j�l ¼

XM
l¼0

b�lvnj�l; 16 j6N ; ð7Þ

where M P 1.
First let M ¼ 1 (two-point upwind scheme). Then we need a Dirichlet condition at the left boundary

unþ1
�N�1 ¼ u0 ð8Þ

and an interface condition

unþ1
0 ¼ vnL; vnþ1

0 ¼ un�L; ð9Þ

where L is the overlapping length, defined as the number of grid points in the overlap. In fact, the first

condition in (9) is not used in the one-sided scheme (6).

The corresponding single domain scheme for M ¼ 1 is defined by

X1

l¼0

a�lunþ1
j�l ¼

X1

l¼0

b�lunj�l; �N 6 j6N ; ð10Þ

unþ1
�N�1 ¼ u0: ð11Þ

The simplest upwind scheme is given by

Dunj þ braðDunj � Dunj�1Þ ¼ �raðunj � unj�1Þ: ð12Þ

For M > 1, we need more boundary conditions at the left boundary. These can be written as

QY0 ¼ D; ð13Þ

where Q is a non-singular M 
M matrix, D is a column vector in RM depending on the boundary data, and

Y0 is a column vector for the boundary point value of u. There are two ways to put the boundary points.

1. In the first method, the boundary locates at j ¼ �N � 1 so that unþ1
�N�1 ¼ u0. Then we use a two-point

upwind scheme at j ¼ �N , a three-point upwind scheme at j ¼ �N þ 1, etc., so that (13) has the follow-

ing explicit form:

qð1Þ1 0 0 0

qð2Þ2 qð1Þ2 0

qð3Þ3 qð2Þ3 qð1Þ3 0

..

. . .
. . .

. . .
.

. .
. . .

. . .
.

. .
. . .

. . .
.

0

. .
. . .

. . .
.

0
qðMÞ
M � � � � � � qð3ÞM qð2ÞM qð1ÞM

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

u�N�1

u�N

u�Nþ1

..

.

..

.

..

.

..

.

u�NþM�2

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

¼

d1
d2
d3
..
.

..

.

..

.

..

.

dM

0
BBBBBBBBBBBBB@

1
CCCCCCCCCCCCCA

; ð14Þ

i.e., the matrix Q is a lower triangular one.
2. In the second method, the boundary locates at j ¼ �N � 1 so that unþ1

�N�1 ¼ u0. But we add M � 1 addi-

tional boundary points at j ¼ �N � 2, j ¼ �N � 3; . . . ; j� N �M . Then, we can perform Taylor expan-

sion to establish extrapolation boundary conditions at j ¼ �N � 2, j ¼ �N � 3; . . . ; j� N �M . See [4]

for more details.
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The interface condition (only for v) can be written as

vnþ1
0 ¼ un�L;

vnþ1
�1 ¼ un�L�1;

..

.

vnþ1
�Mþ1 ¼ un�L�Mþ1:

ð15Þ

3. Remark for convergence speed analysis

Here, we use the single domain two-point upwind scheme to show that caution should be paid in

convergence speed analysis. It is very easy to loss an important eigenvalue and get the wrong conclusion.

Insert unj ¼ zn/j into the problem defined by (10) and (11), we obtain

zAY ¼ BY ; ð16Þ

where A and B are two real matrices, and Y is a column vector of components /j; j ¼ 0;�1;�2; . . . ;�N .

There are in total 2N þ 12 eigenvalues zr. The convergence rate is characterized by the spectral radius

q ¼ maxðjzrjÞ:

When this spectral radius is strictly less than one, the problem converges as n ! 1. The number of time

iterations required to reach a residual R can be (roughly) estimated by

nc ¼ lnR
ln q

: ð17Þ

Thus nc can be defined as the convergence rate (number of time iterations required to reach a prescribed

residual).

The explicit forms of the matrices A and B are

A ¼

1

a�1 a0
a�1 a0

. .
. . .

.

. .
. . .

.

a�1 a0

0
BBBBBBBBB@

1
CCCCCCCCCA

and

B ¼

0

b�1 b0
b�1 b0

. .
. . .

.

. .
. . .

.

b�1 b0

0
BBBBBBBB@

1
CCCCCCCCA
:
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Let yj be the jth component of Y . Then from (16) we have

ða�1z� b�1Þyj�1 þ ða0z� b0Þyj ¼ 0; ð18Þ

and the general solution of (18) is given by

yj ¼ jjy; ð19Þ
where j is the root of the characteristic equation

ða�1z� b�1Þ þ ða0z� b0Þj ¼ 0: ð20Þ

Inserting (19) in the boundary condition (11) yields

P ðzÞy ¼ 0; ð21Þ
so z ¼ zr is an eigenvalue if and only if det PðzrÞ ¼ 0.

The two eigensystems (16) and (21) are equivalent for schemes with constant coefficients (see for instance

[5] for single domain treatment). Each of them has some advantages:

1. System (16) remains valid even for variable coefficients and is easily solvable for sufficiently small values

of N . However it is not suitable for qualitative study and its solution is time consuming for large values of

N .

2. System (21) is convenient for qualitative study especially for large values of N , but it is limited to constant
coefficients and is rather difficult to solve because det PðzÞ is a complicated nonlinear function.

The characteristic equation (20) has only one root given by

j ¼ a�1z� b�1

a0z� b0
:

Introducing the solution

yj ¼
a�1z� b�1

a0z� b0

� 	j

y ð22Þ

into the only boundary condition (11) yields

P ðzÞy ¼ 0; ð23Þ

with P ðzÞ ¼ 1. Thus we always have y ¼ 0 for any z. This means that any z would be an eigenvalue, or the

problem would have no determined eigenvalue. However, in practice we have a determined finite con-

vergence speed for the upwind scheme.

The paradox comes from the loss of an important eigenvalue in the analysis. In deriving (23) we have

implicitly assumed that

a�1z� b�1

a0z� b0

is finite so that

a�1z� b�1

a0z� b0

� 	0

¼ 1: ð24Þ

In fact (24) is true only when

a�1z� b�1

a0z� b0
< 1:
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We must look for non-trivial solutions in the eigenvalue analysis. Nontrivial solutions here only occurs

when a0z� b0 ¼ 0 so that yj does not vanish even for y ¼ 0, since in this case

a�1z� b�1

a0z� b0
! 1:

Thus z ¼ b0=a0 is an eigenvalue which determines the convergence speed.

4. Parallel efficiency analysis

4.1. Parallel aspects

Let nc be the number of iterations required to reach a prescribed convergence. Next, we will show how to

estimate nc through eigenvalue analysis. For convenience, we use ncs and nco to distinguish between the single

domain case and multidomain case.

Ignoring the communication time, the CPU time TCPU for parallel computations is proportional to nco
and the number of mesh points in each subdomain

T o
CPU ¼ nco

Ns

p

�
þ L

	
;

where Ns is the number of mesh points in the single domain treatment, p is the number of processors, and L
is the overlapping width defined as the number of mesh points in the overlap (for each subdomain).

The total CPU time for the corresponding single domain treatment using the same implicit scheme is

given by

T s
CPU ¼ ncsNs:

Thus, the speed up is given by

S ¼ T s
CPU

T o
CPU

¼ ncs
nco

Ns

ðNs=pÞ þ L
¼ pCD; ð25Þ

where C ¼ ncs=n
c
o and D ¼ Ns=Ns þ pL.

The parallel efficiency is

E ¼ S
p
¼ CD: ð26Þ

Due to unavoidable simplification in the interface treatment, the multidomain treatment generally re-
quires more iterations to converge than the single domain treatment. 1 Thus it is natural that

C ¼ ncs
nco

/1:

We know that in elliptic problems solved by the Schwartz algorithm, the convergence speed is an in-

creasing function of the overlapping width [1]. We shall see that, for hyperbolic problems, this remains

true in the sense that nco is at least a non-decreasing function of L. Hence C is a non-increasing function
of L.

1 We have the surprising example that the multidomain treatment needs less iterations to converge. See [14].
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It is obvious that D ¼ Ns=ðNs þ pLÞ is a decreasing function of L satisfying

D ¼ Ns

Ns þ pL
< 1 ð27Þ

for L > 0.

It is hopefully that

nco ¼ aþ bL�a ð28Þ

for some positive parameters a, b and a.

Lemma 1. If the following inequality holds

a >
1þ ða=bÞ
1þ ðNs=pÞ

> 0; ð29Þ

then there exits an overlapping width 1 > L > 1 such that the parallel efficiency is maximum.

Proof. Using (27) and (28), we can rewrite (26) as

E ¼ Ns

Ns þ pL
ncs

aþ bL�a
:

The optimal overlapping efficiency occurs at L ¼ Lopt such that

dE
dL

¼ 0;

which yields

a
Ns

p
L�1 � a

b
La ¼ 1� a: ð30Þ

Now for 1 < L < 1, (30) leads to (29). �

The above result means that it is possible to have an optimal overlapping width satisfying 1 < L < 1 if a
is sufficiently large, that is, if nc decays strongly with L.

If nc depends quite weakly on L such that a ! 0, we have

E ¼ Ns

Ns þ pL
ncs

aþ bL�a
! Ns

Ns þ pL
ncs

aþ b
;

so that E takes its maximum value at L ¼ 1.

Lemma 2. For a ! 0, the optimal overlapping width is equal to 1.

4.2. Parallel efficiency for two-point upwind scheme

The convergence rate is determined from the corresponding eigenvalue problem, which is obtained by

introducing

unj ¼ zn/ðuÞ
j ; vnj ¼ zn/ðvÞ

j ; z 2 C ð31Þ
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into the problem defined by (6)–(9), yielding

zAY ¼ BY ; ð32Þ

where A and B are two real matrices, and Y is a column vector of components /ðuÞ
j ; j ¼ 0;�1;�2; . . . ;�N

and /ðvÞ
j ; j ¼ 0; 1; 2; . . . ;N . There are in total 2N þ 2 eigenvalues zr. The convergence rate is characterized

by the spectral radius q ¼ maxðjzrjÞ. The number of time iterations required to reach a residual R can be

estimated by

nc ¼ lnR
ln q

: ð33Þ

Thus nc can be defined as the convergence rate (number of time iterations required to reach a prescribed

residual).

Lemma 3. Consider the upwind scheme (12), the convergence rate for the single domain case is given by

ncs ¼ flnRg ln
1þ ðb � 1Þk

1þ bk












� �
ð34Þ

Proof. For the upwind scheme (12), the coefficients in (10) are

a�1 ¼ �bk; b�1 ¼ ð1� bÞk;
a0 ¼ 1þ bk; b0 ¼ 1� ð1� bÞk;
aþ1 ¼ 0; bþ1 ¼ 0:

Hence the corresponding matrices A and B as appeared in (32) are given by

A ¼

1

�bk 1þ bk
�bk 1þ bk

. .
. . .

.

�bk 1þ bk
�bk 1þ bk

0
BBBBBBB@

1
CCCCCCCA

and

B ¼

0

ð1� bÞk 1� ð1� bÞk
ð1� bÞk 1� ð1� bÞk

. .
. . .

.

ð1� bÞ 1� ð1� bÞk
ð1� bÞk 1� ð1� bÞk

0
BBBBBBB@

1
CCCCCCCA
:

There is no difficulty to obtain the following

detðAz� BÞ ¼ fð1þ bkÞz� ½1� ð1� bÞk�g2N ;

so that

zr ¼ 1� ð1� bÞk
1þ bk
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and

q ¼ maxðjzrjÞ ¼
1� ð1� bÞk

1þ bk










:

Finally, by (33) we obtain (34). �

From the above theorem, it is readily derived, by requiring nc ! 0, that the best convergence rate occurs
at

k ¼ 1

1� b
:

Hence for the explicit scheme with b ¼ 0, the best convergence occurs at k ¼ 1.

Lemma 4. Consider the upwind scheme (12), the convergence rate for the multidomain case is given by

nc ¼ flnRg ln
1þ ðb � 1Þk

1þ bk












� �
ð35Þ

independently of the overlapping width L and thus equal to the convergence rate of the single domain case.

Proof. The second boundary condition in (8) and the first interface condition in (9) are not needed for the

upwind scheme. When this remark is taken into account, the corresponding matrices A and B as appeared in

(32) are found to be

A ¼

1

�bk 1þ bk

. .
. . .

.

0 1 ðlineN þ 1Þ
�bk 1þ bk

. .
. . .

.

0
BBBBBBBBB@

1
CCCCCCCCCA

and

B ¼

0
ð1� bÞk 1� ð1� bÞk

. .
. . .

.

U 0 ðlineN þ 1Þ
ð1� bÞk 1� ð1� bÞk

. .
. . .

.

0
BBBBBBBB@

1
CCCCCCCCA
;

where the line vector U is given by

U ¼ ð. . . ; 0; 1; . . . ; 0
zfflfflfflffl}|fflfflfflffl{L

Þ:

The existence of the special line ðN þ 1Þ does not make new trouble, and we obtain

detðAz� BÞ ¼ zfð1þ bkÞz� ½1� ð1� bÞk�g2N

692 Z.-N. Wu, H. Zou / Journal of Computational Physics 187 (2003) 683–715



The final result then follows directly. �

Now we are ready to give an important result.

Theorem 5. For the two-point upwind scheme, the optimal overlapping width is

Lopt ¼ 1

and the optimal parallel efficiency is

Eopt ¼
Ns

Ns þ p
� 1

for sufficiently large Ns=p.

Proof. Since for the upwind scheme, the convergence speed is independent of the overlapping width

(Lemma 4), we have a ¼ 0 in the formula (28). Thus the optimal overlapping width is equal to 1 according

to Lemma 2. Now considering the parallel efficiency at optimal overlapping length L ¼ 1

E ¼ Ns

Ns þ pL
ncs
nco

¼ Ns

Ns þ p
ncs
nco

:

According to Lemma 4, the overlapping grid method has the same convergence rate as the single domain

one, so that ncs=n
c
o ¼ 1 and

Eopt ¼
Ns

Ns þ p
! 1: �

4.3. Parallel efficiency for multipoint one-sided upwind schemes

We only consider the second method for defining the boundary condition. The conclusion with the first

methodwill be the same. Inserting (31) into (6), (7), (13) and (15),we still obtain (32), nowwithA andB given by

A ¼ Q O
AL AR

� 	
; B ¼ O O

BL BR

� 	
; ð36Þ

where Q is the boundary matrix as appeared in (13), O is a M 
M matrix with all elements being zero, and

ðAL;ARÞ ¼

Að1Þ
�N

Að1Þ
�Nþ1

..

.

Að1Þ
�1

I1
I2
..
.

IM
Að2Þ
1

Að2Þ
2

..

.

Að2Þ
N

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

ðBL;BRÞ ¼

Bð1Þ
�N

Bð1Þ
�Nþ1

..

.

Bð1Þ
�1

J1
J2
..
.

JM
Bð2Þ
1

Bð2Þ
2

..

.

Bð2Þ
N

0
BBBBBBBBBBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCCCCCCCCCA

; ð37Þ
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where

Að1Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�l

; a�M ; a�Mþ1; . . . ; a0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþl

Þ; l ¼ N ;N � 1; . . . ; 1;

Il ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�1þl

; 1; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{NþM�lþ1

Þ; l ¼ 1; . . . ;M ;

Að2Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�1þMþl

; a�M ; a�Mþ1; . . . ; a0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�M�lþ1

Þ; l ¼ 1; . . . ;N

and

Bð1Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�l

; b�M ; b�Mþ1; . . . ; b0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþl

Þ; l ¼ N ;N � 1; . . . ; 1

Jl ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�1þl�L

; 1; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{NþM�lþ1þL

Þ; l ¼ 1; . . . ;M ;

Bð2Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�1þMþl

; b�M ; b�Mþ1; . . . ; b0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�M�lþ1

Þ; l ¼ 1; . . . ;N :

Hence, we have

detðAz� BÞ ¼ zMfa0z� b0g2N detQ: ð38Þ

For single domain treatment, we still have the relations (36) with

ðAL;ARÞ ¼

Að1Þ
�N

Að1Þ
�Nþ1

..

.

Að1Þ
�1

Að2Þ
1

Að2Þ
2

..

.

Að2Þ
N

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

ðBL;BRÞ ¼

Bð1Þ
�N

Bð1Þ
�Nþ1

..

.

Bð1Þ
�1

Bð2Þ
1

Bð2Þ
2

..

.

Bð2Þ
N

0
BBBBBBBBBBBBBB@

1
CCCCCCCCCCCCCCA

and

Að1Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�l

; a�M ; a�Mþ1; . . . ; a0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþl

Þ; l ¼ N ;N � 1; . . . ; 1;

Að2Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�1þl

; a�M ; a�Mþ1; . . . ; a0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1�l

Þ; l ¼ 1; . . . ;N ;

Bð1Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�l

; b�M ; b�Mþ1; . . . ; b0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþl

Þ; l ¼ N ;N � 1; . . . ; 1;
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Bð2Þ
�l ¼ ð0; . . . ; 0

zfflfflfflffl}|fflfflfflffl{N�1þl

; b�M ; b�Mþ1; . . . ; b0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1�l

Þ; l ¼ 1; . . . ;N :

Hence, we have

detðAz� BÞ ¼ fa0z� b0g2N detQ: ð39Þ

The spectral radius determined by (38) is the same as that of (39) and is given by

zmax ¼ max
b0
a0

; qðQÞ
� 	

:

In consequence, we have established the following result.

Theorem 6. For the general multipoint upwind scheme, the convergence rate for both single domain and
multidomain treatments is given by

nco ¼ ncs ¼
lnR

ln zmax

;

with

zmax ¼ max
b0
a0

; qðQÞ
� 	

; ð40Þ

where qðQÞ is the spectral radius of Q. Consequently, the optimal overlapping width is

Lopt ¼ 1

and the optimal parallel efficiency is

Eopt ¼
Ns

Ns þ p
� 1

for sufficiently large Ns=p.

From (40), we see that the convergence speed is determined by the diagonal element of the scheme and

the boundary matrix Q. Thus in order to have the highest convergence speed, one should devise the scheme

and the boundary condition so that both b0=a0 and qðQÞ are minimized.

5. Partially time-lagging interface treatment

5.1. Partially time-lagging interface condition

An implicit scheme involves an explicit stage (depending on values at n and lower) and an implicit stage
(depending on values at nþ 1). One can define the interface values separately for each stage, i.e., one can

use different ways to define the interface values (such as unþ1
0 and vnþ1

0 ) required by the implicit stage, and the

interface values (such as un0 and vn0) required by the explicit stage. One has to lag in time the interface values

at nþ 1. But for the explicit stage, one can use the value at n (no time lagging) or the value at n� 1 (time

lagging). This leads to several combinations. The simplest case would be to use a partial time-lagging

Z.-N. Wu, H. Zou / Journal of Computational Physics 187 (2003) 683–715 695



condition: a time-accurate interface condition for the explicit stage, and a time-lagging interface condition

for the implicit stage:

un0 ¼ vnL; unþ1
0 ¼ vnL;

vn0 ¼ un�L; vnþ1
0 ¼ un�L:

ð41Þ

This interface condition would be frequently used in practice. However, the above condition is not totally

time-lagging. In the totally time-lagging definition, the interface value at time nþ 1 is obtained from the

value at time n augmented by the time increment. Precisely, after defining Dunþ1
0 for the solution of the

implicit stage, unþ1
0 (which is to be used in the next time step) should be defined as

unþ1
0 ¼ un0 þ Dunþ1

0 :

The totally time-lagging interface condition is thus defined by

un0 ¼ vn�1
L ; unþ1

0 ¼ vnL;

vn0 ¼ un�1
�L ; vnþ1

0 ¼ un�L:
ð42Þ

For multipoint one-sided schemes, the partial time-lagging interface condition is defined by

vn0 ¼ un�L; vnþ1
0 ¼ un�L;

vn�1 ¼ un�L�1; vnþ1
�1 ¼ un�L�1;

..

.

vn�Mþ1 ¼ un�L�Mþ1; vnþ1
�Mþ1 ¼ un�L�Mþ1:

ð43Þ

5.2. Parallel efficiency analysis

We must transform the partially time-lagging interface treatment to an equivalent totally time-lagging

one before doing eigenvalue analysis.

The equivalent totally time-lagging interface treatment is defined as follows: (1) it is totally time-lagging

and (2) it yields the same solution as the partially time-lagging interface condition. For the partially time-

lagging interface condition (43), the equivalent totally time-lagging one can be obtained by combining (43)

with the interior difference Eq. (7) defined at j ¼ 1; 2; . . . ;M

XM
l¼0

a�lvnþ1
j�l ¼

XM
l¼0

b�lvnj�l; 16 j6M : ð44Þ

Inserting (43) into (44) yields

X0

l¼0

a�lvnþ1
1�l ¼

XM
l¼1

ðb�l � a�lÞun1�l�L þ
X0

l¼0

b�lvn1�l;

X1

l¼0

a�lvnþ1
2�l ¼

XM
l¼2

ðb�l � a�lÞun2�l�L þ
X1

l¼0

b�lvn2�l;

..

.

XM�1

l¼0

a�lvnþ1
M�l ¼

XM
l¼M

ðb�l � a�lÞunM�l�L þ
XM�1

l¼0

b�lvnM�l:

ð45Þ
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Subtracting (44) for j from the jth relation in (45), we obtain the following equivalent totally time-

lagging interface condition

XM
l¼1

a�lvnþ1
1�l ¼

XM
l¼1

c�lun1�l�L þ
XM
l¼1

b�lvn1�l;

XM
l¼2

a�lvnþ1
2�l ¼

XM
l¼2

c�lun2�l�L þ
XM
l¼2

b�lvn2�l;

..

.

XM
l¼M

a�lvnþ1
M�l ¼

XM
l¼M

c�lunM�l�L þ
XM
l¼M

b�lvnM�l;

ð46Þ

where c�l ¼ a�l � b�l.

Inserting (31) into (6), (7), (13) and (46), we still obtain (32), (36) and (37), with Il and Jl here defined by

I1 ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N

; a1�M ; . . . ; a�1; a0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{M

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ;

I2 ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

; a2�M ; . . . ; a�1; a0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{M�1

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ;

..

.

IM ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{NþM�1

; a0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ

and

J1 ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�L�M

; c1�M ; . . . ; c�1; c0
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{M

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{L

; b1�M ; . . . ; b�1; b0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{M

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ;

J2 ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�L�Mþ2

; c2�M ; . . . ; c�1; c0
zfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflffl{M�1

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{L

; b2�M ; . . . ; b�1; b0
zfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflffl{M�1

; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ;

..

.

JM ¼ ð0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{N�LþM�2

; c0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{L

; b0; 0; . . . ; 0
zfflfflfflffl}|fflfflfflffl{Nþ1

Þ:

The correspondent value of detðAz� BÞ is found to be

detðAz� BÞ ¼ fa0z� b0g2N detQ det P ; ð47Þ

where P ¼ Rz� S with

R ¼

a1�M a2�M � � � a0
0 a2�M a0
..
.

0 . .
. ..

.

� � � 0 a0

0
BBBBBB@

1
CCCCCCA
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and

R ¼

b1�M b2�M � � � b0
0 b2�M b0
..
.

0 . .
. ..

.

� � � 0 b0

0
BBBBB@

1
CCCCCA:

Hence, from det P ¼ 0 we obtain the following eigenvalues:

zl ¼
bl�1

al�1

; l ¼ 1; 2; . . . ;M : ð48Þ

Let us define

qa ¼
b0
a0










; ð49Þ

qb ¼ max
26 l6M

bl�1

al�1










; ð50Þ

qc ¼ qðQÞ: ð51Þ

Obviously, qa is due to the interior scheme, qb is due to the coupling between the partially time-lagging

interface treatment with the interior scheme and qc is due to boundary treatment.

Lemma 7. For the problem defined by (6), (7), (13) and (43), the spectral radius is given by

q ¼ max
b0
a0










; max

26 l6M

bl�1

al�1










; qðQÞ

� 	
: ð52Þ

Due to the existence of qb, it is not ensured that the multidomain case converges as rapid as the single

domain one. To see this more clearly, let us consider the case of two-point scheme (12) for which

qc ¼ 0;

qa ¼
b0
a0










 ¼ 1� ð1� bÞk

1þ bk










;

qb ¼
b�1

a�1










 ¼ ð1� bÞk

�bk










:

Since

qb

qa
¼ ð1� bÞk

�bk
1þ bk

1� ð1� bÞk










;

we have

qb

qa

¼
0; b ¼ 1;

1
3

4þ3k
4�k



 

; b ¼ 3
4
;

2þk
2�k



 

 > 1; b ¼ 1
2
:

8><
>:
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Hence, for b ¼ 1, qb=qa ¼ 0 so that

q ¼ 1� ð1� bÞk
1þ bk










;

that is, the multidomain problem converges as rapid as the single domain case.

For b ¼ 1=2, we always have qb=qa > 1, so that

q ¼ ð1� bÞk
�bk










 ¼ 1

and the multidomain problem does not converge.

The above result is still independent of the overlapping width. Thus we have proved the following theorem.

Theorem 8. For the two-point upwind scheme, the convergence rate for the single domain treatment is given by

ncs ¼ flnRg ln
1� ð1� bÞk

1þ bk












� �

and, independently of the overlapping width, the convergence rate for the multidomain treatment with the
partially time-lagging interface condition is given by

nco ¼
lnR

ln ð1� bÞk=� bkj j :

Consequently, the optimal overlapping width is Lopt ¼ 1 and, for sufficiently large Ns=p, the optimal parallel
efficiency is

Eopt ¼
Ns

Ns þ p
ln

ð1� bÞk
�bk












� �
ln

1� ð1� bÞk
1þ bk












� �
� ln

ð1� bÞk
�bk












� �
ln

1� ð1� bÞk
1þ bk












� �
;

so that Eopt � 1 for b ¼ 1 and Eopt � 0 for b ¼ 1
2
.

Thus, the use of a slightly different interface condition may significantly reduce the theoretical parallel
efficiency.

It is therefore recommended to use the totally time-lagging interface condition.

6. Numerical experiments for the compressible Euler equations

6.1. Numerical methods

We perform numerical experiments for the two-dimensional compressible Euler equations

wt þ f ðwÞx þ gðwÞy ¼ 0; ð53Þ

with

w ¼

q

qu
qv
qE

0
BBB@

1
CCCA; f ðwÞ ¼

qu
qu2 þ p

quv
ðqE þ pÞu

0
BBB@

1
CCCA; gðwÞ ¼

qv
qvu

qv2 þ p
ðqE þ pÞv

0
BBB@

1
CCCA
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and, for a perfect gas,

p ¼ ðc � 1Þq½E � 1
2
ðu2 þ v2Þ�:

Here q, p, u, v and E denote, respectively, the density, the pressure, the Cartesian components of the velocity

vector, and the total energy, and c, with c ¼ 1:4 for the present purpose, is the specific heat ratio.
System (53) is approximated by the implicit version of Roe�s upwind scheme [11]:

~ffiþ1=2;j ¼
1

2
f ðLÞ
iþ1

2
;j

�
þ f ðRÞ

iþ1
2
;j

�
þ 1

2
AðRoeÞ

 



iþ1
2
;j

wðLÞ
iþ1

2
;j

�
� wðRÞ

iþ1
2
;j

�
;

~ggi;jþ1=2 ¼
1

2
gðLÞ
i;jþ1

2

�
þ f ðRÞ

i;jþ1
2

�
þ 1

2
BðRoeÞ

 



i;jþ1
2

wðLÞ
i;jþ1

2

�
� wðRÞ

i;jþ1
2

�
;

Dwexpl
i;j ¼ �Dtðd1

~ff =Dxþ d2~gg=DyÞi;j;

Dw�
i;j þ 1

2
ðDt=DxÞ d1½j A jn d1ðDw�Þ�i;j

n
þ d1½Anl1ðDw�Þ�i;j

o
¼ Dwexpl

i;j ;

Dwi;j þ 1
2
ðDt=DyÞ d2½j B jn d2ðDwÞ�i;j

n
þ d2½Bnl2ðDwÞ�i;j

o
¼ Dw�

i;j;

wnþ1
i;j ¼ wn

i;j þ Dwi;j;

where AðRoeÞ and BðRoeÞ are the well-known Roe averages of the Jacobian matrices A ¼ df ðwÞ=dw and

B ¼ dgðwÞ=dw, and ds; ls for s ¼ 1; 2 are spatial operators such that for /i;j defined at the mesh point

x ¼ iDx and y ¼ jDy:

ðd1/Þi;j ¼ /iþ1=2;j � /i�1=2;j; ðd2/Þi;j ¼ /i;jþ1=2 � /i;j�1=2;

ðl1/Þi;j ¼ 1
2
ð/iþ1=2;j þ /i�1=2;jÞ; ðl2/Þi;j ¼ 1

2
ð/i;jþ1=2 þ /i;j�1=2Þ:

The states for left or right side of cell boundary are defined with the MUSCL (monotonic upstream

scheme for conservation laws) method [9]:

wðLÞ
iþ1=2;j ¼ wi;j þ 1

4
½ð1� kÞðd1wÞi�1=2;j þ ð1þ kÞðd1wÞiþ1=2;j�;

wðRÞ
iþ1=2;j ¼ wiþ1;j � 1

4
½ð1� kÞðd1wÞiþ3=2;j þ ð1þ kÞðd1wÞiþ1=2;j�;

wðLÞ
i;jþ1=2 ¼ wi;j þ 1

4
½ð1� kÞðd2wÞi;j�1=2 þ ð1þ kÞðd2wÞi;jþ1=2�;

wðRÞ
i;jþ1=2 ¼ wi;jþ1 � 1

4
½ð1� kÞðd2wÞi;jþ3=2 þ ð1þ kÞðd2wÞi;jþ1=2�:

Three schemes will be considered.

1. The second-order fully one-sided (k ¼ �1) scheme. We note that the case of first-order scheme has been

tested in [15] and will not be repeated here.

2. The third-order upwind-biased (k ¼ 1=3) scheme. In this case, the scheme is no longer one-sided. The

purpose is to see how a slight destruction of total upwinding (one-sided upwinding) alters the conver-

gence speed.
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3. The second-order fully one-sided (k ¼ �1) scheme with a slope limiter. The limiter alters the scheme if the

solution is not smooth, and makes the scheme no longer totally one-sided. The interpolation formula-

tions with limiters can be written as:

wðLÞ
iþ1=2;j ¼ wi;j þ 1

4
½ð1� kÞðd1wÞi�1=2;j þ ð1þ kÞðd1wÞiþ1=2;j�;

wðRÞ
iþ1=2;j ¼ wiþ1;j � 1

4
½ð1� kÞðd1wÞiþ3=2;j þ ð1þ kÞðd1wÞiþ1=2;j�;

wðLÞ
i;jþ1=2 ¼ wi;j þ 1

4
½ð1� kÞðd2wÞi;j�1=2 þ ð1þ kÞðd2wÞi;jþ1=2�;

wðRÞ
i;jþ1=2 ¼ wi;jþ1 � 1

4
½ð1� kÞðd2wÞi;jþ3=2 þ ð1þ kÞðd2wÞi;jþ1=2�;

ðd1wÞiþ1=2;j ¼ U ðd1wÞiþ1=2;j;xðd1wÞi�1=2;j

� �
;

ðd1wÞiþ1=2;j ¼ U ðd1wÞiþ1=2;j;xðd1wÞiþ3=2;j

� �
;

ðd2wÞi;jþ1=2 ¼ U ðd2wÞi;jþ1=2;xðd2wÞi;j�1=2

� �
;

ðd2wÞi;jþ1=2 ¼ U ðd2wÞi;jþ1=2;xðd2wÞi;jþ3=2

� �
;

where x is a parameter between 1 and 3� k=1� k, and Uðdþ; d�Þ is a limiter. In this paper, the minmod
limiter will be used (s ¼ signðdþÞ):

Uðdþ; d�Þ ¼ minmodðdþ; d�Þ ¼
sminðjdþj; jd�jÞ; dþd� > 0;
0; dþd� 6 0:

�

The scheme has been implemented on a structured mesh by using a finite-volume formulation. On a

rigid wall, the slip condition is applied and the pressure is computed from a linear combination of the

discrete form of the x and y-momentum equations to obtain a conservative approximation of the

normal momentum equation. On an external subsonic inflow boundary, we prescribe the free-stream

direction, the entropy and the enthalpy. On an external subsonic outflow boundary we prescribe the

pressure.

Domain splitting is done automatically. A structured grid can be split into nx 
 ny subdomains with an

overlapping of Lo mesh points normal to each interface. Since an approximate factorization is used, the
computation of the implicit part in each direction is similar to a one-dimensional problem. As a result, the

interface conditions can be straightforwardly realized as in the one-dimensional case.

In the single domain case, the grid is a 247
 65 C mesh. In multidomain computations, the compu-

tational domain is split into 2
 1 , 4
 1, 8
 1, 6
 2 or 8
 2 subdomains.

For both transonic and subsonic computations, we use the totally time-lagging interface conditions

recommended in the previous section.

In order to center on the parallel aspect, we just consider a bidimensional symmetric flow around a fixed

NACA0012 airfoil which is either transonic with a free-stream Mach number M1 ¼ 0:85, subsonic with a
free-stream Mach number M1 ¼ 0:536, or supersonic with M1 ¼ 1:2.
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Note that the overlapping width L defined in the previous sections is different from the overlapping width

Lo defined in [15]. The reason is to abbreviate the notations. Our numerical results will be displayed using

the old width Lo, which is related to L by

Lo ¼ Lþ 1:

Both sequential and parallel computations will be conducted.

The sequential computation is for purpose of testing the convergence speed of the overlapping grid

method. First we must ensure that the multidomain approach is correctly realized: the multidomain and

single domain computations must yield the same solution.
Since the multidomain treatments have the same convergence speed as the single domain one, the only

factor which alters the parallel efficiency is the communication time.

The parallel computation is done on a mixed shared and distributed parallel computers using PVM

(parallel virtual machines, see [10] for details and for references). We have a parallel machine with 19

double-CPU processors.

As usual, we will measure the parallel performance by using the parallel efficiency defined as

Ep ¼
CPUð1Þ
nCPUðnÞ ;

where CPUðkÞ is the CPU time (including the communication time) computed with k processors.
The parallel performance can also be measured by the speedup CPUð1Þ=CPUðnÞ. It is also possible to

use the wall clock time Twc to measure parallel efficiency:

Ep ¼
Twcð1Þ
nTwcðnÞ

:

Normally some of the processors of the parallel machine are occupied by different tasks (different users may

occupy a part of the processors), thus the wall clock time necessarily contains an extra part due to syn-

chronization. As a result, we must have the relation

Ep > Ep; ð54Þ

and this relation will be confirmed by our numerical experiments.

Normally it is the CPU time (not the wall clock time) that is charged in the cost. The use of CPU times

(including computation and communication) to measure parallel efficiency is more appropriate here to

study the numerical efficiency of the algorithm. But we will display results based on both CPU times and

wall clock times.

In each case we give the parallel efficiency and the CPU time or wall clock time required to reach a

prescribed convergence.

6.2. One-sided upwind scheme

The case of first-order upwind scheme has already been studied in [15]. In this paragraph we just consider

a second-order scheme (totally one-sided scheme with k ¼ �1).

6.2.1. Subsonic flow

We take M1 ¼ 0:536 for the subsonic case.

First we perform sequential computation.
The Mach contours obtained by single domain computation and multidomain computations (with

8
 2 ¼ 16) are displayed in Figs. 1 and 2, respectively. Both yield the same results, showing that there is no

error in implementation.
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The convergence curves (the time evolution of the root-mean-square residual R2 for the discrete

density equation) of the overlapping computation compared with the single domain one are displayed in

Fig. 3 for 8
 1 ¼ 8 subdomains and Fig. 4 for 8
 2 ¼ 16 subdomains. Though slight difference can be

observed, there is no essential difference for the convergence speeds of multidomain treatments and the

Fig. 2. Mach contours for 8
 2 ¼ 16 subdomains computation for subsonic (M1 ¼ 0:536), with one-sided Roe scheme (k ¼ �1).

Fig. 1. Mach contours for single domain computation for subsonic (M1 ¼ 0:536), with one-sided Roe scheme (k ¼ �1).

Fig. 3. Convergence curve for M1 ¼ 0:536 with 8
 1 ¼ 8 subdomains. One-sided Roe scheme (k ¼ �1).

Z.-N. Wu, H. Zou / Journal of Computational Physics 187 (2003) 683–715 703



single domain one, regardless of the overlapping width or the number of subdomains, as predicted by the

theory.
Now we perform parallel computation.

The results are displayed in Tables 1 and 2. From Table 1, which displays the parallel efficiency based on

the CPU time, we see that the optimal overlapping width is always equal to 2, for which the parallel ef-

ficiency is the highest. The larger the overlapping width is, the lower the parallel efficiency becomes. Table 2

gives the results based on the wall clock time. The parallel efficiencies based on the wall clock time are

Fig. 4. Convergence curve for M1 ¼ 0:536 with 8
 2 ¼ 16 subdomains. One-sided Roe scheme (k ¼ �1).

Table 1

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 287 0.960 146 0.944 74 0.927 52 0.875 40 0.854

4 287 0.958 148 0.930 77 0.885 55 0.822 42 0.802

10 295 0.932 156 0.882 87 0.791 73 0.622 56 0.608

M1 ¼ 0:536, computed with fully one-sided (k ¼ �1) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 551.

Table 2

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 288 0.958 149 0.920 82 0.831 55 0.824 42 0.813

4 288 0.955 153 0.897 83 0.824 57 0.793 44 0.767

10 297 0.929 165 0.835 99 0.695 79 0.579 60 0.566

M1 ¼ 0:536, computed with fully one-sided (k ¼ �1) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 551.
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slightly smaller than those based on the CPU time, as can be expected from (54). In any case, the parallel

efficiency is a decreasing function of the number of subdomains, due to the increase of communication time

since the total number of mesh points is kept fixed.

6.2.2. Transonic flows

In the transonic flow case, we have chosen M1 ¼ 0:85.
The Mach contours obtained by single domain computation and multidomain computations (with

8
 2 ¼ 16) are displayed in Figs. 5 and 6, respectively. No difference is observed, as is more clear in the Cp

distribution displayed in Fig. 7.

The convergence curves of the overlapping computation compared with the single domain one

are displayed in Fig. 8 for 8
 1 ¼ 8 subdomains and Fig. 9 for 8
 2 ¼ 16 subdomains. The multi-

domain treatments (using the totally time-lagging interface conditions) converge as rapidly as the single
domain one regardless of the overlapping width or the number of subdomains, as predicted by the

theory.

Now consider parallel computations. The parallel efficiencies (based on the CPU time and the wall clock

time) are displayed in Tables 3 and 4. The results are very similar to the case of subsonic flows. The optimal

overlapping width is always Lo ¼ 2 for which the parallel efficiency is the highest. And the parallel

efficiencies are decreased with larger overlapping width.

Fig. 5. Mach contours for single domain computation (M1 ¼ 0:85), with one-sided Roe scheme (k ¼ �1).

Fig. 6. Mach contours for multidomain domain computation (M1 ¼ 0:85) with 8
 2 ¼ 16 subdomains), with one-sided Roe scheme

(k ¼ �1).
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6.3. Second- and third-order schemes which are not completely upwind

Since totally upwind schemes of order higher than two are unstable, it is interesting to see schemes which

are not completely upwind. The first case is the second-order Roe scheme (k ¼ �1) with a minmod limiter.

The second case is the third-order scheme (k ¼ 1=3).

Fig. 8. Convergence curve for M1 ¼ 0:85 with 8
 1 ¼ 8 subdomains. One-sided Roe scheme (k ¼ �1).

Fig. 7. Pressure coefficient distributions on the wall (M1 ¼ 0:85). Comparison of the single domain and 8
 2 ¼ 16 subdomains

treatment for fully one-upwind Roe scheme (k ¼ �1).
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6.3.1. Supersonic flow case

Now we consider the supersonic case (M1 ¼ 1:2) with Roe scheme (k ¼ �1) plus minmod limiter. The

Mach contours are displayed in Figs. 10 and 11 for both single domain and multidomain (8 subdomains)

computations. The convergence curves of multidomain treatments with 2 and 8 subdomains compared
with single domain computations are displayed in Figs. 12 and 13, respectively. We remarked that the

multidomain method converges at the same speed as in the single domain case.

Fig. 9. Convergence curve for M1 ¼ 0:85 with 8
 2 ¼ 16 subdomains. One-sided Roe scheme (k ¼ �1).

Table 3

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1233 0.942 631 0.921 317 0.917 215 0.900 162 0.896

4 1238 0.939 632 0.920 327 0.888 224 0.863 171 0.846

10 1253 0.928 665 0.874 363 0.799 257 0.753 201 0.722

M1 ¼ 0:85, computed with fully one-sided (k ¼ �1) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 2325.

Table 4

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1241 0.937 637 0.912 332 0.874 227 0.853 185 0.782

4 1242 0.936 647 0.899 347 0.836 244 0.794 199 0.727

10 1257 0.925 695 0.836 403 0.720 287 0.674 240 0.605

M1 ¼ 0:85, computed with fully one-sided (k ¼ �1) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 2326.
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The parallel efficiencies (based on the CPU time and the wall clock time) are displayed in Tables 5 and 6.

The optimal overlapping width is also equal to 2 for which the parallel efficiency is the highest.

6.3.2. Transonic flow case

Now consider the Roe scheme (k ¼ �1) with minmod limiter and with M1 ¼ 0:85, the convergence

curves of the overlapping computation compared with the single domain one are displayed in Fig. 14 for

Fig. 10. Mach contours for single domain computation for supersonic (M1 ¼ 1:2), Second-order Roe scheme with minmod limiter

(k ¼ �1).

Fig. 11. Mach contours for 8
 1 ¼ 8 subdomains computation for supersonic (M1 ¼ 1:2), Second-order Roe scheme with minmod

limiter (k ¼ �1).

Fig. 12. Convergence curve for M1 ¼ 1:2 with 2
 1 ¼ 2 subdomains. Second-order Roe scheme with minmod limiter (k ¼ �1).
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8
 1 ¼ 8 subdomains and in Fig. 15 for 8
 2 ¼ 16 subdomains. Though the theory does not cover this

situation, the multidomain treatment does not delay significantly the convergence speed, regardless of the

overlapping width or the number of subdomains. The reason is that the limiter is a nonlinear operator

which acts on the scheme only when oscillations tend to occur, while the post-period convergence speed is a
linear phenomenon.

The parallel efficiencies (based on the CPU time and the wall clock time) are displayed in Tables 7

and 8.

Fig. 13. Convergence curve for M1 ¼ 1:2 with 8
 1 ¼ 8 subdomains. Second-order Roe scheme with minmod limiter (k ¼ �1).

Table 5

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains

CPU Ep CPU Ep CPU Ep

2 771 0.907 408 0.857 214 0.8148

4 785 0.890 415 0.842 222 0.786

10 821 0.851 463 0.754 252 0.6941

M1 ¼ 1:2, computed with Roe scheme (k ¼ �1) with minmod limiter, and CFL ¼ 20.

For single domain CPU ¼ 1398.

Table 6

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains

CPU Ep CPU Ep CPU Ep

2 787 0.888 426 0.820 239 0.731

4 808 0.865 443 0.789 253 0.691

10 862 0.811 508 0.688 301 0.581

M1 ¼ 1:2, computed with Roe scheme (k ¼ �1) with minmod limiter, and CFL ¼ 20.

For single domain CPU ¼ 1398.
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6.3.3. Third-order scheme

For the third-order upwind-biased Roe scheme (k ¼ 1=3), the convergence curves of the overlapping

computation compared with the single domain one are displayed in Figs. 16 and 17 (subsonic with
M1 ¼ 0:536) and Figs. 18 and 19 (transonic with M1 ¼ 0:85). This case is not covered by the theory, since

the scheme is no longer totally one-sided. In this case the convergence speed is accelerated by multidomain

treatments for the transonic flow case, while the difference between single domain treatment and multi-

domain treatments is not obvious for the subsonic flow case. The superconvergence of the transonic case is

very difficult to be explained, but it at least shows that the multidomain treatment with time lagging in-

terface condition works well for high-order upwind schemes.

Fig. 14. Convergence curve for M1 ¼ 0:85 with 8
 1 ¼ 8 subdomains. Second-order Roe scheme with minmod limiter (k ¼ �1).

Fig. 15. Convergence curve for M1 ¼ 0:85 with 8
 2 ¼ 16 subdomains. Second-order Roe scheme with minmod limiter (k ¼ �1).
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The parallel efficiencies (based on the CPU time and the wall clock time) are displayed in Tables 9 and 10

for the subsonic flow case (subsonic with M1 ¼ 0:536). The results are a little different from those of fully

one-sided scheme.

Now we consider the transonic case (M1 ¼ 0:85). The parallel efficiencies (based on the CPU time and

the wall clock time) are displayed in Tables 11 and 12. The parallel efficiencies are higher than using second

order one-sided scheme.

Table 7

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1473 0.949 733 0.953 388 0.901 267 0.873 194 0.898

4 1495 0.935 757 0.923 412 0.848 276 0.844 216 0.807

10 1514 0.923 796 0.878 458 0.762 335 0.695 259 0.673

M1 ¼ 0:85, computed with Roe scheme (k ¼ �1) with minmod limiter, and CFL ¼ 20.

For single domain CPU ¼ 2796.

Table 8

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1478 0.946 740 0.944 399 0.874 278 0.836 215 0.812

4 1499 0.932 768 0.910 433 0.807 292 0.797 241 0.723

10 1517 0.922 831 0.841 505 0.691 364 0.639 299 0.583

M1 ¼ 0:85, computed with Roe scheme (k ¼ �1) with minmod limiter, and CFL ¼ 20.

For single domain CPU ¼ 2796.

Fig. 16. Convergence curve for M1 ¼ 0:85 with 8
 1 ¼ 16 subdomains. Third-order scheme (k ¼ 1=3).
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6.4. Further discussions on high-order upwind schemes and remark on unsteady problems

It is well known that there is no stable one-sided scheme of order of accuracy higher than two. This is

why we have not tested one-sided upwind schemes of order higher than 2. Third-order schemes are not

completely upwind, but the numerical results presented above show that such schemes together with the

time lagging interface condition, though not covered by the present theory, work as well as the lower-order

one-sided scheme.
The present paper focuses on convergence to steady state using implicit upwind schemes. Such analysis is

not concerned with unsteady flow problems. Unsteady flow problems using the same technique have been

studied in the paper [15]. Instead of using an additional inner iteration for each time step, the method

Fig. 17. Convergence curve for M1 ¼ 0:85 with 8
 2 ¼ 16 subdomains. Third-order scheme (k ¼ 1=3).

Fig. 18. Convergence curve for M1 ¼ 0:536 with 8
 1 ¼ 8 subdomains. Third-order scheme (k ¼ 1=3).

712 Z.-N. Wu, H. Zou / Journal of Computational Physics 187 (2003) 683–715



presented in [15] uses an overlapping width which is proportional to the CFL number. It is based on the

following principle.

For unsteady problems, the numerical errors created by time lagging travel a distance bounded by CFL

since CFL is the number of grid points that the energy-containing numerical wave travels at each time
iterations. Let the overlapping width be 2CFL. The solution over a distance CFL (here distance means

number of grid points) close to each boundary of the overlap is polluted. But this polluted points coincide

Fig. 19. Convergence curve for M1 ¼ 0:536 with 8
 2 ¼ 16 subdomains. Third-order scheme (k ¼ 1=3).

Table 9

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 384 0.893 195 0.877 96 0.890 64 0.883 49 0.870

4 372 0.921 191 0.895 111 0.772 80 0.712 59 0.726

10 388 0.882 195 0.876 124 0.687 85 0.667 79 0.540

M1 ¼ 0:536, computed with upwind-biased (k ¼ 1=3) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 686.

Table 10

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 385 0.891 198 0.863 100 0.850 66 0.865 51 0.828

4 373 0.920 196 0.872 118 0.725 85 0.668 61 0.695

10 390 0.880 206 0.830 138 0.621 88 0.643 85 0.501

M1 ¼ 0:536, computed with third-order (k ¼ 1=3) scheme, and CFL ¼ 20.

For single domain CPU ¼ 686.
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with a part of the adjacent subdomain that is not yet polluted. Then by projecting the unpolluted solution

to the polluted points allows us to minimize the error. See [15] for more details.

7. Conclusions

We have analyzed the convergence speed for multipoint one-sided upwind schemes using time-lagging

interface conditions for parallel computation. The conclusion is rather surprising:

1. For the totally time-lagging interface treatment, the multidomain treatment converges as rapidly as

the single domain treatment (despite of time lagging at the interface) so that the theoretical parallel

efficiency (that is, parallel efficiency without taking into account the communication time) is near

100%.
2. For the partially time-lagging interface treatment, the multidomain treatment converges generally more

slowly than the single domain treatment so that the theoretical parallel efficiency is smaller than 100% in

most cases.

The numerical experiments based on the two-dimensional Euler equations yield the following conclu-

sions:

1. For the fully one-sided upwind scheme, the optimal overlapping width is always equal to Lo ¼ 2 (or

L ¼ 1Þ, which confirms exactly the linear study.

2. For other kinds of upwind-biased schemes which are not fully one-sided, the optimal overlapping width
is still close to Lo ¼ 2, though these schemes are not considered in the linear analysis.

3. Since the Thomas algorithm for inverting the implicit tridiagonal system is unchanged with respect to a

code for sequential computation, the parallel efficiency Ep or Ep we present here is the absolute one. The

obtained parallel efficiencies for Lo ¼ 2 lie in the range of ð0:8; 1:0Þ. This result is very nice since we have

used the definition of absolute parallel efficiency, a very simple interface treatment, a very small grid and

sufficient subdomains.

Table 12

Parallel efficiency Ep (based on the wall clock time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1934 0.972 979 0.960 502 0.937 349 0.897 274 0.857

4 1974 0.953 1032 0.911 556 0.845 379 0.826 307 0.766

10 2156 0.872 970 0.969 608 0.773 376 0.833 340 0.691

M1 ¼ 0:85, computed with upwind-biased (k ¼ 1=3) Roe scheme, and CFL ¼ 20.

For single domain CPU ¼ 3762.

Table 11

Parallel efficiency Ep (based on the CPU time) vs overlapping width Lo

Lo Two domains Four domains Eight domains Twelve domains Sixteen domains

CPU Ep CPU Ep CPU Ep CPU Ep CPU Ep

2 1926 0.976 969 0.970 482 0.975 329 0.951 244 0.963

4 1965 0.957 1011 0.929 525 0.896 355 0.883 268 0.874

10 2152 0.874 928 1.012 548 0.857 340 0.921 288 0.816

M1 ¼ 0:85, computed with third-order (k ¼ 1=3) scheme, and CFL ¼ 20.

For single domain CPU ¼ 3761.
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